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ABSTRACT

Mohebian, R. and Riahi, M.A., 2019. Application of 2D recursive filter for attenuating
footprint noise in seismic data processing. Journal of Seismic Exploration, 28: 577-591.

The footprint noise usually appears on 3D seismic data either due to insufficient
sampling during acquisition or incorrect/unsuitable processing. The presence of this noise
conceals the geological information conveyed by the seismic data and appropriate
imaging of the underlying structure leads towards attenuating such noises. Ideally, the
seismic footprint noise attenuation should be included within the seismic data processing
steps; however, such a measure is not usually taken into the conventional processing
sequence. For this purpose, an extra effort is required to be done in order to better
understand the nature of the footprint noise which itself is dependent upon the geometry
of acquisition and depth of the events. In this paper, a method based on applying the 2D
recursive filter for footprint noise attenuation has been presented as a step within the
seismic data processing sequence. This filter is different and superior to the conventional
Cooley-Tukey filter and can significantly increase the seismic data quality.
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INTRODUCTION

Acquisition footprint is a field noise that appears on 3D seismic
amplitude slices or horizons as an interwoven linear crosshatching parallel to
source lines and receiver lines. It is, for the most part, an expression of
inadequate acquisition geometry, result in insufficient sampling of the
seismic wave field (aliasing) and irregularities in the offset and azimuth
distributions, particularly parallel to the cross-lines.

Sometimes source-generated noise and incorrect processing (for
example inappropriate/erroneous residual NMO due to erroneous velocity
picks, incomplete migration, or other systematic errors) can accentuate the
footprint. This noise can interfere with the mapping of stratigraphic features
and fault patterns, posing a challenge to seismic interpreters.

A remarkable study on the attenuation of the footprint noise on 3D
seismic data was conducted by Meunier and Belissent (1993). Their remedy
to the problem was to reduce the amplitude and phase perturbations by
applying a geometry-based filter on the poststack seismic data. Then,
Gulunay (1999) proposed a filtering method of matching corrugated wave
number based on frequency slices. Drummond et al. (2000) presented the
application of corrugated wavenumber filtering based on time slices;
because their method for filter extraction was not consistent with the data
and the sound patterns were different with respect to time. Therefore, they
suggested the application of the adaptive noise reduction.

The final time slice filtering in 3D seismic data to reduce the footprint
noise was presented by Soubaras (2002). Karagul and Crawford (2003)
showed noticeable results associated with a complex set of data using the
method of Soubaras (2002).

Al-Bannagi et al. (2005) presented singular value decomposition
(SVD) filtering for time slices, where the attenuation of the footprint noise
and the random noise are performed in a single stage by selecting singular
values. Gulunay et al. (2006) presented the footprint noise attenuation in 3D
land seismic data. Other authors such as Marfurt et al. (1998), Rost and
Thomas (2002), Gibbons and Ringdal (2006), Ben-Zion et al. (2015), de
Groot and Hedlin (2015), Li et al. (2015), Riahi and Gerstoft (2015),
Soleymani et al. (2010), Inbal et al. (2016), Li and Yao (2016) Riahi and
Gerstoft (2016), Alali et al. (2016) have also studied and practiced the noise
suppression of seismic data.

In this paper, using a 2D recursive filter of Pupeikis (2015), the
footprints noise attenuation scheme is applied to a 3D seismic data of one of
the hydrocarbon fields in southern Iran, and the results are presented and
discussed.
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METHODOLOGY
2D conventional Cooley-Tukey filter
One of the methods used to attenuate the footprint noise is the use of

the 2D conventional Cooley-Tukey (1965) filter (FFT). The following
equation is used by Sahai and Sufi (2006) for such a purpose:
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having 0<k =N -1,0=K,=<N,-1. Pupeikis (2015) states that the 2D
conventional Cooley-Tukey (FFT) filter is not appropriate for signals that
are time-varying such as seismic signals and therefore the 2D recursive FFT
filter was introduced to fill this gap. The algorithm of the filter is as follows:
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where (X V(K,,00X (K ,1).X Y(K,N -1)),0=K, <N, -1. In this method,
iteration for each sample in the signal, as in the conventional 2D Cooley-
Tukey filter, is discarded. It also significantly reduces the complex operation
of the multiplication (CMAD) for a variable-frequency signal (Pupeikis,
2015).

Let us explain a short summary of recursive formulas for recalculating
some basic 2D DFT spectrum samples from Pupeikis (2015). Based on this
research we have:

X (ki ks),0 < ky <Ny —1,0 < ky < Ny—1
after a new sample appears in the known data matrix of a 2D signal

{z(n1,n2)},0 < nyp < Np—=1,0 < my < Ny—1 ,

while the respective previous one vanishes. Then, eq. (2) can be rewritten as
follows:
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The seismic data is recorded in three dimensions and therefore it has
three coordinates: x, y, and t. Subtracting the spectrum values, given in both
equations, we obtain the 2D relationship of the form:
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The mentioned equation can also be rewritten in the recursive form as
follows:
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the spectrum formulas are computed with help of Matlab. The Matlab script
is shown in the Appendix.
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Fig. 1 is a depiction of the seismic data under study. The Field
acquisition parameters are as follow:

Recording Parameters

Type of Instrument: 408XL
No. of Channels: 2683
No. of Used Channels: 2680

No. of Aux. Channels: 3

Recording Length: 7s
Sample Rate: 2ms
Pre-amplifier Gain: 12dB
Low-cut Frequency: ouT

High-cut Frequency: 0.8 Nyquistminphase

Polarity of Instrument: ~ Negative
Geometry
Observing Type: 3D
No. of Receiving Lilnes: 12
Receiving Line Interval: 360m
No. of Traces: 2688
Trace Per Line: 224
Trace Interval: 45m
Offset: 22.5m
Source point interval: 45m
Source line interval: 360m
Full Fold: 84
Fold In-line: 14
Fold Cross-line: 6
Source Parameters
Source Type: Dynamite

Charge:
Hole:
Depth:

10 kg or 4%2 kg
single or 4 pattern

15 m or 4m
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Fig. 1. The 3D seismic data in the coordinates (x, y, t).

A time slice is generated by making a slice of the 3D seismic data
parallel to the time axis. The larger the time of this time slice, the greater the
depth of the investigation study is. Footprint noise attenuation is performed
over time slices.

As shown in Fig. 2, the time slice of seismic data in a 2D time domain
gives an ambiguous image with fine lines which indicate the footprint noises
over the time slice. Attenuating such footprint noises will enhance the
seismic data resolution.
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Fig. 2. Seismic data time slice in 2D at 1200 milliseconds in the time domain.
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As is shown in Fig. 2, the footprint noises appear in linear form on
time slice. To attenuate the noise, at first, a time slice of seismic data was
transferred from the time domain to frequency domain using the 2D
recursive filter, eq. (2), as shown in Fig. 3.

2D FFT of Time Slice at 1200ms
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Fig. 3. The Fourier domain transform of the time slice at 1200 milliseconds.

In Fig. 3, the undesirable effects created by the footprint noise are
observed along the coordinate axes. The footprints possess higher
frequencies comparing to the seismic data. Accordingly, by applying a low
pass filter over the frequency domain time-slice seismic data, the footprint
noises can be eliminated. The low pass filter allows passing of the low-
frequency data, i.e., the seismic data, and hence the high-frequency footprint
noises will be attenuated. Fig. 4 shows the 2D cross-section of Fig. 3 after
applying the low pass filter.

Comparison of Figs. 3 and 4 indicates that the undesirable effects of
the footprint noise with high frequencies are attenuated on the 2D cross-
section of the Fourier transformed time-slice. Fig. 5 depicts the time domain
representation of Fig. 4.
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Fig. 5. The time domain time-slice at 1200 ms after applying the 2D recursive filter and
using the low-pass filter.
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To compare the effect of attenuation with a recursive 2D filter, a time
slice at 1200 milliseconds has shown in Fig. 6. The left panel shows the time
slice before applying a recursive 2D filter and the right panel illustrates the
time slice after applying the recursive 2D filter.
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Fig. 6. Depiction of the original time-slice (left panel) against the filtered time-slice (right
panel).

As it can be observed, by applying the 2D recursive filter and using a
low pass filter, the effect of footprint noises on the 1200-millisecond time
slice has been attenuated properly, which illustrates the effectiveness of this
method.

The 2D recursive filter method was further applied on 800 and 2000
millisecond time slices to investigate the accuracy and efficiency of this
method. The time-slice at 800 ms is depicted in Fig. 7 and the linear events
of the time horizon correspond to the footprint noises.
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Fig. 7. The 800 ms time slice in the time domain. The linear events correspond to the
footprints noises.
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By transforming the time slice to the frequency domain using the 2D
recursive filter, applying the low pass filter, and transforming back the
frequency domain filtered data to the time domain, the footprints noises can
be eliminated. Fig. 8 indicates the filtered time horizon corresponding to 800
ms.
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Fig. 8. The filtered footprint-free time horizon corresponding to 800 ms.

As can be seen in Fig. 8, the footprints noises have been significantly
attenuated over the time slice of 800 milliseconds. To compare the effect of
attenuation using the 2D recursive filter, a time slice at 800 milliseconds in
time domain before applying the 2D recursive filter (left panel) and after
applying the 2D recursive filter (left panel) are illustrated in Fig. 9.
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Fig. 9. Comparing the time slice of 800 milliseconds in the time domain; (a) before
applying the 2D recursive filter (b) and after applying the 2D recursive filter and using a
low pass filter.
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Furthermore, the same procedure is applied again on the time-slice at
1200 milliseconds. Fig. 10 illustrates the 1200 millisecond time-slice over
which the footprint noises are observable.
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Fig. 10. The time slice at 2000 milliseconds in the time domain and the linear events are
the footprint noises.

After transforming from the time-space to the 2D recursive filter
space and applying the low pass filter and transforming back the filtered data
to the time domain, the footprints are attenuated and the result is depicted in
Fig. 11.
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Fig. 11. The time-slice at 2000 milliseconds after applying the 2D recursive filter and
using a low pass filter. The attenuation of footprint noises in the time domain is apparent.
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As can be seen, the footprint noises have been suppressed for the 2000
millisecond cross section (Fig. 11). To compare the effect of the attenuation
using the 2D recursive filter, a 2000 millisecond time-slice before and after
applying the 2D recursive filter is shown in Fig. 12.
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Fig. 12. Comparing the time slice section at 2000 milliseconds (a) before applying the 2D
recursive filter (b) after applying the 2D recursive filter and using a low pass filter in the
time domain.

CONCLUSION

A quick and easy solution is presented in this paper for attenuating
seismic footprint noises. The proposed method suppresses the footprint
noises by transforming the seismic time slices to the 2D recursive filter
space followed by a low pass filter. The data should then be transformed
back to the time space. Comparison of the filtered data with the original one
indicates that the footprint noise on the seismic data is significantly
attenuated. In this method, the user can control the rate of filtering of the
footprint noise in a set of 3D seismic data which leads to better attenuation
of the footprint noise. This method does not include iteration for each
sample in a signal, in contrary to the conventional 2D Cooley-Tukey
method. The method is computationally efficient, fast and effective in
attenuating the footprint noises.
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APPENDIX

function [Faf] = frft2(f,a)

% The fast Fractional Fourier Transform

% input: f = samples of the signal

% a = fractional power

% output: Faf = fast Fractional Fourier transform

% error(nargchk(2, 2, nargin));

fo = f(:);

N = length(f);

shft = rem((0:N-1)+fix(N/2),N)+1;
SN = sqrt(N);

a = mod(a,4);

% do special cases

if (a==0), Faf = f0; return; end;

if (a==2), Faf = flipud(f0); return; end;

if (a==1), Faf(shft,1l) = fft(fO(shft))/sN; return; end
if (a==3), Faf(shft,1l) = ifft(fO(shft))*sN;return; end

% reduce to interval 0.5 < a < 1.5

if (a>2.0), a a-2; fO0 = flipud(f0); end

if (a>1.5), a = a-1; fO(shft,1) = fft(fO(shft))/sN; end
if (a<0.5), a = a+l; fO(shft,1) = ifft(fO(shft))*sN; end

% precompute some parameters
alpha=a*pi/2;

s = pi/(N+1)/sin(alpha)/4;

t = pi/(N+1)*tan(alpha/2)/4;

Cs = sqrt(s/pi)*exp(-i*(1-a)*pi/4);

% sinc interpolation
fl = fconv(f0,sinc([-(2*N-3):2:(2*N-3)]"/2),1);
fl = f1(N:2*N-2);

% chirp multiplication

chrp = exp(-i*t*(-N+1:N-1)"'.A2);

10 = chrp(1:2:end); 11l=chrp(2:2:end);
fo = f0.*10; fl=Ff1.*11;

% chirp convolution

chrp = exp(i*s*[-(2*N-1): (2*N-1)]"'.A2);
el = chrp(l:2:end); e0 = chrp(2:2:end);
fO0 = fconv(f0,e0,0); fl = fconv(fl,el,0);
= ifft(fo+f1);

Faf = Cs*10.*hO(N:2*N-1);

‘0/0/0/0/0/0/0/0/0/0/0/0/0. '0/0/0/0/0/0.
function z = fconv(x,y,c)
% convolution by fft

length([x(:);y(:)1)-1;
2Anextpow2 (N) ;
fft(x,P) .* fft(y,P);

= iRt
z(N:-1:1);

=N TZ
nnn

N NN
o

end
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